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Solutions to Chapter 2 exercises

2.1 Let z € (X\C)ND. Then z € X, € D, ¢ C. So x € D, x ¢ C which gives x € D\ C'.
Hence (X \C)ND C D\ C.

Conversely, if x € D\ C then z ¢ C'so x € X\ C,and z € D. So z € (X\ C)ND. Hence
D\CC(X\C)nD.

Together these prove that (X \C)ND=D\C.

2.2 Suppose that z € A\ (VN A). Then v € A and e € VNAsox¢gV. Then x € A and
reX\Vsorxe AN (X \V). Hence A\ (VNA) CAN(X\V).

Conversely suppose x € AN(X\V). Then z € A and z € X\V so 2 € V, hence z ¢ VNA.
This shows that € A\ (VN A). Hence AN(X\V)C A\ (VNA).

Together these prove that A\ (VN A)=AN(X\V).

2.3 Suppose that x € V. Then z € X and e ¢ X\ V =XNU,s0 z ¢U. So z € X CY and
rgUsoxeY\U. Thisgives x € X N (Y \U). Hence VC XN (Y \U).

Conversely suppose that z € XN (Y \U). Then z € X,and e ¢ U,s0o x ¢ XNU = X\ V.
Hence z € V. Hence XN (Y \U) C V.

Together these show that V =X N (Y \ U).

24 If (a,b) € UxV then a € U so (a,b) € UxY and b € V so (a,b) € X x V. Hence
(a, b)) e (X xV)N(UXY). SoUxV C(XxV)N{UXxY).

Conversely if (a, b)) € (X x V)N (U xY), then b€V and a € U so (a, b) € U x V. Hence
(X xV)N(UXxY)CUxV.

Together these give U x V = (X x V)N (U xY).
25 If (z, y) € (Uy x V1) N (Uy x Va) then € Uy and x € Uy so x € U; N Uy, and similarly
yeVinVy, so (z,y) € (U NUy) x (Vi NV;). This shows that
(U1 ><V1)ﬂ(U2 X‘/Q) g (Ulng) X (%m‘/g)

Conversely if x € (U1 NUy) x (ViNVy) then z € Uy, x € Uy, y €V, y € Vo so (z, y) € Uy x V;
and also (z, y) € Uy x Vo, 80 (z, y) € (Uy x V1) N (U x Va). This shows that

(U1NUy) x (VinVy) C (U x Vi) N (Uy x V3).

Together these show that (U; x Vi) N (Uy x Vo) = (U NUs) x (ViNVs).
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2.6 If x € UNV then xGUBil and x € UB]-Q, so for some iy € I and jy € J we have
iel jeJ
x € Bigl and x € Bjjs, so

T e Biol N Bj02 g U Bil N BjQ.

(i, j)EIxJ

Hence
vnvc |J BanBjp.
(i, §)EIX T
Conversely, if z € U B;1 N Bjy then for some ¢y € I and jo € J we have x € B;;1 N Bj2,

(i,7)EIXJ
so x € B;;; C U and similarly 2 € V so x € U N V. Hence

J BanBpcUNV.
(i, j)elxJ
Together these show that

(i, ))EIxJ

2.7 (a) Let the distinct equivalence classes be {A; : i € I'}. Each A;, being an equivalence class,
satisfies A; C X. To see that the distinct equivalence classes are disjoint, suppose that for some
i, j € I and some x € X we have z € A;NA;. Then for any a € A; we have a ~ z and z € A;,
hence a € A;. This shows A; C A;. Similarly A; C A;. But this shows that A; = A;. Thus
distinct equivalence classes are mutually disjoint. Finally, any x € X is in some equivalence
class with respect to ~, so X C UAZ" Also, since each A; is a subset of X we have UAZ' CcX.

iel iel
So X =4
iel

(b) We define zy ~ xy iff 21, x5 € A; for some i € I. This is reflexive since each z € X is
in some A; so x ~ x. It is symmetric since if x; ~ x9 then xq, 9 € A; for some ¢ € I, and
then also x5, 1 € A; so x9 ~ x1. Finally it is transitive since if x1 ~ x5 and xy ~ 3 then
x1, o € A; for some ¢ € I and xo, x3 € A; for some j € I. Now z, € A; N A;, and since
AiNA; = () for i # j, we must have ¢ = j. Hence xq, 3 € A; and we have x; ~ x3 as required

for transitivity.

2.8 Let ~ be an equivalence relation on the set X . Then P(~) = {4, : i € I}, where z1 ~ xy iff
x1, Ty € A; for some i € I. The equivalence relation ~'=~ (P(~)) is then defined by x; ~' x5
iff 21, xo € A; for some i € I, which says that ~'=~ that is ~ (P(~)) =~.

!/

If we begin with a partition P = {A; : ¢ € I}, then ~ (P) is the equivalence relation ~
defined by z1 ~' x5 iff 21, x5 € A; for some i € I, and then clearly P(~') = P. This says that
P(~ (P) = P.
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Solutions to Chapter 3 exercises

3.1 Suppose that y € f(A). Then y = f(a) for some a € A. Since A C B, also a € B so
y = f(a) € f(B). By definition, f(B) C Y. This shows that f(A) C f(B) CY.

Suppose that = € f~'(C). Then f(z) € C, so since C C D also f(z) € D. Hence
x € f~Y(D). By definition f~'(D) C X. This shows that f~'(C) C f~1(D) C X.

3.2 We see, either from a sketch or arguing analytically, that

f([(), 7/2]) = [07 1]: f([(), OO)) [_17 1]a fﬁl([oa 1]) = U[Qnﬂa (27”L—l— 1)”]:

neL

710, 1/2]) = U([er, (2n +1/3)7] U [(2n +2/3)7, (2n+ D)x]),  f1([-1,1]) =R.

ne”L

3.3 First suppose that x € (go f)~'(U). Then g(f(z)) = (9o f)(z) € U. Hence by definition
of inverse images, f(z) € g~ '(U), and again by definition z € f~*(¢~'(U)). This shows that
(go )71 U) S g~ (U)).

Now suppose z € f~1(g7'(U)). Then f(x) € g~*(U), so g(f(x)) € U, thatis (go f)(z) € U,
and by definition of inverse images, x € (go f)~}(U). Hence f~'(g~'(U)) C (go f)~}(U).

These together show that (go f)~1(U) = f~(g~*(U)).

3.4 We see that

f([0, 1]) = {(z, 2z) : € [0, 1]}, which is the straight line segment in R? joining the origin
to the point with coordinates (1, 2).

We see that (z, 2z) € [0, 1] x [0, 1] iff 0 <z < 1/2,s0 f7Y([0, 1] x [0, 1]) = [0, 1/2].

We see that (z,2x) € D iff z € R and 2* + (22)® < 1, which holds iff 52 < 1, so

f7HD) = [-1/V5, 1/V5].

3.5 We know from Proposition 3.14 in the book that if f : X — Y is onto and C' C Y then
ffH@) =cC.
Suppose that f: X — Y is such that f(f~'(C)) = C for any subset C of Y. Forany y € Y

we can put C = {y}, and get that f(f~'(y)) = {y}. This tells us that there exists = € f~!(y)
(for which of course f(z) =1vy) so f~(y) # (0. This proves that f is onto.
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3.6 Let f: X — Y. We know from Proposition 3.14 in the book that A C f~!(f(A)) for any
A C X. Suppose that f is injective and let = € f~*(f(A4)). Then f(z) € f(4) so f(z) = f(a)
for some a € A. But f is injective so z = a. This proves that f~!(f(A)) C A, and together
these give A = f~1(f(A)).

Now suppose that A = f~!(f(A)) for any A C X. For any = € X take A = {z} and we get
{z} = f~Y(f(x)). this says that if f(z') = f(z) then 2z’ = x, that is f is injective.

3.7 (i) We can have y # ' with neither y nor ¢’ in the image of f, so that f~'(y) = f~(y/) = 0.
For a concrete counterexample, define f: {0} — {0, 1, 2} by f(0) =0 and take y =1, v/ = 2.

(i) Suppose that f: X — Y isonto and y, ¢ € Y with y # /. Then f~'(y) # f~'(y);
for if f~'(y) = f~'(y/), then there exists x € f~!(y) = f~!(y) since f is onto. This gives the
contradiction y = f(z) =y'.

3.8 We know from Proposition 3.9 in the book that f(A)\ f(B) C f(A\ B) for any subsets
A, B of X.

Suppose first that also f(A\B) C f(A)\ f(B). Thenif y € f(A\ B) we know that y & f(B).
Hence f(A\ B)N f(B) = 0.

Conversely suppose that f(A\ B)N f(B) = 0. Let y € f(A\ B). Then y ¢ f(B). Also,
y = f(x) forsome x € A\B. Thus y € f(A),but y & f(B),soy € f(A)\f(B). This proves that
f(A\B) C f(A)\ f(B), and together with the opening remark we have f(A\B) = f(A)\ f(B).

If fLA\B)Nf(B)#0,let ye f(A\B)Nf(B). Then y = f(x) for some x € A\ B and also
y = f(a') for some ' € B, and we have 2’ # x, so f is not injective. Hence if f is injective
then f(A\ B)N f(B) =0 and f(A\ B) = f(A)\ f(B) by the first part of the question.

3.9 (a) Suppose that y € f(A)NC. Then y € C, and y = f(x) for some z € A. Then
re f7YC),sox e ANfHC) and y = f(x) € f(ANF1(C)). Hence f(A)NC C f(ANFHCO)).

Conversely suppose y € f(AN f71(C)). Then y = f(x) for some x € AN f~1(C). Then
y € f(A) since z € A and y = f(z) € C since z € f~1(C). Hence f(AN f~1(C)) C f(A)NC.
Together these show that f(A)NC = f(AN f~1(C)).

(b) We apply (a) with C'= f(B). This tells us that f(A)N f(B) = f(AN f~Y(f(B))), so since
f7Hf(B)) = B we have f(A)N f(B) = f(ANB).

3.10 Each f~!(y) for y € Y is non-empty since f is onto. If y, 4/ € Y with y # ¢/ then we can
see that f~1(y) N f~1(y") = 0 since if z € f~Y(y) N f~1(y') then y = f(z) = ¢/, contradicting

the hypothesis. Finally, U f~'(y) = X by Proposition 3.7 in the book, since U {y} =Y.
yey yey
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